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Natural language processing (NLP) has been shown to play a main role in advancing health care, being key to extracting structured information from electronic health reports. In the last decade, several advances in the field of pathology have been derived from the application of NLP to pathology reports. A comprehensive review of the most used NLP methods for extracting, coding, and organizing information from pathology reports is presented, including how the development of tools is used to improve workflow. In addition, this article discusses, from a practical point of view, the steps necessary to extract data and encode natural language information for its analytical processing, ranging from preprocessing of text to its inclusion in complex algorithms. Finally, we highlight the potential of NLP-based automatic solutions for improving workflow in pathology and their further applications in the near future. (Am J Pathol 2022, 190:1–10; https://doi.org/10.1016/j.ajpath.2022.07.012)

Pathologists must ensure the accuracy, completeness, and usefulness of the information that is transmitted in the patient’s electronic health record using pathology reports.1 These reports are often composed of unstructured information (ie, free-text reports without a specific format). Pathology reports include valuable information about tissue sample or whole lesion location, size, as well as other macroscopic and microscopic features, including shape, morphologic characteristics, or number of cells, among some of the most common hallmarks. Besides, data regarding pathology sample behavior at different stains, including immunohistochemistry markers, are also detailed. Finally, a diagnostic impression or conclusion is included by the pathologist in which the main findings and an attempt to provide an answer to a prior clinical query are summarized. The final pathology diagnosis is usually encoded into standard codes for nomenclature of clinical terms, such as SNOMED-CT or International Statistical Classification of Diseases and Related Health Problems for Oncology 10th Revision (ICD-10). In addition to purely pathologic information, pathology reports may also include patient information provided by referring clinicians, usually related to prior patient’s history, data concerning biopsy or surgical procedures (eg, organ, site, and location), as well as prior biochemical studies. This patient’s information is commonly followed by clinical diagnostic suspicion. Other demographic data, such as sex, age, patient’s name, and external identification number, are usually present in pathology reports.2

Electronic health records are transforming the practice of medicine and have important implications for pathologists, including their workflow and communication of results to patients and referring clinicians. However, current health information systems are not equipped to analyze and extract this knowledge because of the time and cost involved in manual processing. This manual processing of information is time-consuming, costly, and error prone, and it imposes inherent limitations on the volume and type of information that can be extracted.2

The advent of artificial intelligence (AI) has positively affected industries ranging from education to medicine. Through AI, machines can gather information to learn and make measurements, judgments, and predictions in the
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context of previous knowledge. AI is based on machine learning (ML), a set of computational methods used to learn from patterns and relationships in training data to predict. AI is accompanied by concepts, such as accuracy, speed, cost reduction, and improved knowledge beyond what humans can perceive. These potential facets of AI make it an attractive tool to help realize the promises of accuracy, value, and innovation in health care through technical innovations. The emergence of AI in pathology rests primarily on three supports: i) Large volumes of information and results are now instantly available in hospitals and clinics as a result of the digitization of clinical, laboratory, and imaging medical data in laboratory information management systems and specific modules of electronic health records. ii) ML techniques can now extract meaningful information from unstructured data sources, including medical images and clinical reports, at high speed. iii) Innovative ML algorithms help the specialist to predict outcomes and provide new insights.

The field of AI known as natural language processing (NLP) is being applied to medical documents to build applications that can understand and analyze this huge amount of textual information automatically. Language comprehension is a challenging task, and simply looking up keywords or phrases is of limited use. Understanding written language requires knowledge of concepts and their synonyms, grammar, sentence relationships, and time references. Other limitations, such as disambiguation or negation detection, are difficulties that can be encountered in NLP.

Early applications of NLP in pathology include assisting clinical workflows, facilitating quality assurance practices, and improving clinical care. Previous efforts have been made to structure and code pathologic data, which are essential for fast and reliable access to diagnostic information, especially for cancer registries. As cancer is one of the leading causes of death worldwide, AI-based research has been focused on detecting precise data on numerical parameters related to cancer, such as information on tumor grade and size, and even tumor behavior. This type of information is crucial for obtaining TNM (tumor, node, and metastasis) stages of cancer.

Other recently published studies have focused on the coding of pathologic information using widely known terminologies, such as International Statistical Classification of Diseases and Related Health Problems for Oncology (ICD-O) and SNOMED-CT.

Previous publications have provided systematic reviews on what trends have emerged about the use of NLP in pathology. However, in this review, we explore the evolution of component processes in NLP, by which natural language can be converted into logical or mathematical components, and which methods are mostly applied in practice. Use cases and applications in NLP, such as automatic classification, information extraction, and summary generation, are also discussed. Finally, future directions of this research are detailed.

From Textual Data to Model Inference

Human language is the form of communication through the information that often contains imprecision, an important problem for mathematics and, by extension, for computer science and AI. AI algorithms do not accept human language as input, so it must be recoded into a logical structure before it can be processed. In this section, we discuss the steps that any NLP system must take to achieve the desired goal. Moreover, Figure 1 summarizes the NLP process pipeline. The first step in the development process of any NLP system is the collection of data relevant to the task at hand. These data must then be preprocessed and converted into a format that is understandable for the modeling algorithms. Next comes the modeling and evaluation phase, where models are built and compared using one or more evaluation metrics. Once the best model has been chosen from among those evaluated, this model is deployed in production. Finally, the performance of the model must be regularly monitored and, if necessary, updated to maintain its performance.

Preprocessing Pathology Reports

Because most pathology reports are written in a free-text format, the first step in data preparation is preprocessing. In textual NLP tasks, this means that any raw text needs to be carefully processed before the algorithm can process it. Data preprocessing usually consists of several steps that depend on a specific task and the type of text to be handled. The main steps involved in the treatment of pathology reports are summarized in Table 1.

Feature Representation

Once the text has been processed properly according to the objective to be achieved, it would be necessary to convert the words, sentences, and documents into numerical representations to make them a valid input to the algorithm. This task is normally performed by vectorization. A vector is a list of numerical values that together represent the meaning of a unit of text.

Bag of Words

The Bag of Words model is a method used in language processing to represent reports describing the occurrence of words. In this model, each report looks like a bag containing words discarding any information about word order or structure. In other words, this method is only concerned with whether the known words appear in the document, not where in the document, although it is also possible to give a weight to each word using a statistical measure, such as the term frequency–inverse document frequency. Term frequency–inverse document frequency evaluates how
relevant a word is to a document in a collection of
documents.

One-Hot Encoding

This technique uses a representation of categorical variables
as binary vectors. The main idea is to generate a vocabulary
size vector filled with all zeros except one position. Then,
for a word, only the corresponding column is filled with the
value one, and the rest have a value of zero.

Word Embeddings

This novel technique focuses on mapping the semantic
meaning of a word in a geometric space. For this purpose, a
numerical vector is associated with each vocabulary word,
so that the distance between any two vectors captures part
of the semantic relationship between the two associated words.
Word embeddings were popularized by Word2Vec in 2013. Pennington et al. generated the algorithm GloVe, which aims to perform the meaning embeddings procedure of Word2Vec explicitly. Afterward, fastText was designed to resolve this situation by improving Word2Vec. Finally, contextual word embeddings, such as Embeddings from Language Models (ELMo) and BERT, have emerged.

Machine Learning Models

ML is the study of computer algorithms that can improve
automatically through experience and using data. Performing ML involves generating a model, which is trained on some training data and then can process additional data to make predictions. Several types of models for ML systems have been used and investigated in the pathology field. For a description of these models, we have performed a division including traditional algorithms, deep learning (DL), and transformer-based models:

i) Traditional algorithms refer to things we have been
doing for years and are often the basis for more
advanced ML. Algorithms such as SVM and eXtreme
Gradient Boosting (XGBoost) are the most used in pa-
thology and are considered traditional ML methods.

ii) DL has revolutionized many application domains of
ML. Deep neural networks are part of a broader family
of ML methods based on artificial neural networks. An
artificial neural network employs a hierarchy of layers in
which each layer considers information from a previous
layer and then passes its output to other layers. Although traditional ML algorithms are usually linear, deep learning algorithms are stacked in a hierarchy of increasing complexity and abstraction. The most widely used neural networks in NLP-related research in pa-
thology include recurrent neural networks, such as long
short-term memory, multilayer perceptron, and con-
volutional neural network.

iii) Transformer-based model is a DL model introduced in
2017, used primarily in the field of NLP. Similar to
recurrent neural networks, transformers are designed to
handle sequential data, such as natural language for
tasks like summary generation and text classification.
However, unlike recurrent neural networks, trans-
formers process the entire input all at once, and the self-
attention mechanism provides context for any position
in the input sequence. Self-attention is an attention

Table 1 Text Preprocessing with a Sample Portion of a Pathology Report

<table>
<thead>
<tr>
<th>Task</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original text</td>
<td>Immunohistochemical factors of prognostic value. Estrogen receptor: tumor cells with nuclear positivity: 91%—100%</td>
</tr>
<tr>
<td>Tokenization is a way of separating a piece of text into smaller units called tokens</td>
<td>Immunohistochemical, factors of, prognostic, value., Estrogen receptor: tumor, cells, with, nuclear, positivity: 91%—100%</td>
</tr>
<tr>
<td>Word stemming is the process of eliminating a part of a word or reducing a word to its root</td>
<td>Immunohistochemical, factor, of, prognostic, value., estrogen receptor: tumor, cell, with, nuclear, positivity: 91%—100%</td>
</tr>
<tr>
<td>Lemmatization is used to reduce words to a normalized form</td>
<td>Immunohistochemical, factor, prognostic, value., estrogen, receptor: tumor, cell, nuclear, positivity: 91%—100%</td>
</tr>
<tr>
<td>Stop word removal involves removing words that commonly appear in all documents in the corpus</td>
<td>Immunohistochemical factors of prognostic value. Estrogen receptor: tumor cells with nuclear positivity: 91%—100%</td>
</tr>
</tbody>
</table>
mechanism relating different positions of a single sequence to compute a representation of the sequence. In addition, transformers allow much more parallelization than recurrent neural networks and, therefore, reduce training times. Many pretrained models are already available for reuse and serve as a starting point for different tasks in pathology, such as T5, GPT3, GPT-2, BERT, XLNet, and RoBERTa, which demonstrate the ability of transformers to perform a wide variety of such NLP-related tasks and have the potential to find real-world applications.24,27–30

Potential Applications of NLP to Pathology

Routine pathology and laboratory workflow produces large amounts of unstructured material that requires more robust NLP to be translated into clinical management and research information. The analysis of pathology reports using NLP has been particularly impacting in recent years, especially in the areas of information extraction, summarization, and categorization. Information extraction pipelines are among the most notable developments using regular expressions, to highlight key findings included in textual reports (eg, extraction of molecular test results) and approaches focusing on topic modeling with the aim of grouping reports under common topics.

Classification

Text classification can automatically analyze text and then assign a set of predefined tags or categories based on its content.31,32 In the discipline of pathology, classification is the task that allows pathologists to organize the bewildering morphologic manifestations of disease into comprehensible order. Ideally, each of the diagnoses could be grouped according to patients with similar clinical manifestations and identical responses to therapy.33

Many earlier attempts aimed at generating rules for classifying pathology reports. The ICD-O and the prediction of Current Procedural Terminology (CPT) were the most used terminologies in these studies.34 Regarding ICD-O, Hammami et al35 implemented a rule-based classification algorithm to classify unstructured test reports into morphologic codes of the ICD-O morphology. An NLP-based classifier relying on ad hoc linguistic rules defined on a large data set of 27,239 pathology reports was developed and tested, achieving a micro-F1 score of 98.14%. After manual validation, they observed that the data set contained pathology reports related to 377 different morphologies and was characterized by an unbalanced distribution due to the presence of rare morphologies and the highly detailed ICD-O-M classification. On the other hand, assignments of CPT codes are informed by guidelines and are typically integrated into the laboratory information management systems. Levy et al36 compared SVM, eXtreme Gradient Boosting, and BERT methods for the prediction of primary CPT codes as well as 38 ancillary CPT codes, using both the diagnostic text alone and text from all subfields of the pathology reports. They demonstrated that BERT outperformed eXtreme Gradient Boosting in predicting primary CPT codes, reaching a macro-F1 score of 82.5%.

Other research has focused on categories such as malignant and benign cancer using DL architectures.9 Multitask learning techniques have also been applied in classification tasks to identify the site, laterality, behavior, histology, and grade.10,11,36 In general terms, multitask learning is a subfield of machine learning that aims to solve multiple different tasks at the same time, taking advantage of the similarities between the different tasks by improving learning efficiency. In pathology, multitask learning often attempts to address information extraction from documents by learning to simultaneously extract multiple key features of cancer. In this way, as Figure 2 shows, multitask learning considers knowledge from multiple partially or fully related tasks to learn shared features.37 Gao et al38 proposed a hierarchical self-attention network model for cancer pathology information extraction and text classification. Inspired by the transformer architecture and its attention mechanism, the authors reported macro-F1 scores of 63.36, 49.99, 84.02, 30.23, and 74.3 for extracting useful information, such as site, laterality, behavior, histology, and tumor grade, respectively. Subsequently, the authors improved the proposed method and presented a simple modular plug-in to capture and use the sequential context.39

Information Extraction

Locating and extracting information in pathology represents a problem well suited to AI, as algorithms can efficiently, systematically, and comprehensively review pathology reports for a given finding of interest. The task of automatically extracting structured information from unstructured and/or semistructured machine-readable reports and other electronically represented sources is known as information extraction.40

Most previous studies on automatic extraction of biomarker data focused on biomedical literature.41,42 Younesi et al43 proposed a system for improved recognition of biomarker names in published literature, which is implemented in ProMiner41 and presents a rule-based system for gene name normalization. Also, the BioNER42 system uses a custom-made biomarker-specific disease dictionary to extract disease-related biomarkers from MEDLINE publications. However, the performance of these systems is insufficient for processing pathology documents because of intrinsic differences between such clinical documents and published scientific articles.

Inspired by the information extraction task, rule-based approaches, and the use of widely known tools and
frameworks, are employed for extracting information on specific types of cancer using pathology reports.44–48 On the one hand, Glaser et al45 aimed to automate the extraction of the stage, grade, and quality information from transurethral resection of bladder tumor pathology reports using a rule-based approach. They identified critical terminology for staging bladder cancer in transurethral resections, including the terms carcinoma in situ, lamina propria, muscularis propria, high grade, low grade, and invading. Ryu et al46 extracted fundamental text entities from pathologic examination reports of patients with colon cancer. The authors used 12,352 pathology reports of surgical specimens to generate a processing model for rule-based text mining that identifies entities such as condition occurrence, measurement value, and specimen name. On the other hand, Napolitano et al51 used the open-source language engineering framework GATE52 and aimed at the prediction of chunks of the report text containing information regarding the morphology of cancer, the tumor size, its hormone receptor status, and the number of positive nodes. Other frameworks, such as eTAKES53 are well known for their ability to recognize most medical terms (including anatomic sites and disease names) from clinical documents and to correctly normalize these terms to their unified medical language system identifiers.54

Because of the special relevance of cancer as one of the main causes of death and the increasing health costs for oncological treatments, a challenge has been generated to identify entities related to oncology named Cantemist.55 Cantemist was the first shared task that specifically focuses on the task of information extraction in pathology reports of a critical cancer-related concept type by identifying parts of the report, such as pleomorphic high-grade sarcoma, and normalizing them with ICD-O-3 codes (8802/34: giant cell sarcoma, grade IV).

Figure 2  A general multitask learning framework to detect site, laterality, behavior, histology, and grade using shared layers.

Summarizing

Text summarization consists of compressing the source text into a reduced version that retains its informative content and overall meaning. Because of the large amount of information contained in pathology reports, text summarization has become an important tool for interpreting the information in the texts. Text summarization methods can be classified into extractive and abstractive summarization. On the one hand, an extractive summarization method involves identifying relevant sentences from the report and putting them together to generate a summary. On the other hand, an abstractive summarization is used to understand the main concepts in each document and then expresses those concepts in clear natural language.56

Concerning extractive summarization, Oliveira et al57 developed a pipeline-based NLP algorithm that incorporated ML and rule-based methods to extract diagnostic elements from narrative pathology reports. For the last step of the algorithm, the structured output was used to summarize each report. The performance was validated on 949 pathology reports. Qiu et al58 implemented extractive summarization using convolutional neural network and Word2Vec learned embeddings for extracting CD-O-3 topographic codes from a corpus of breast and lung cancer pathology reports. The purpose of this study was the extraction of information from the export, and therefore, helped to a quicker understanding of a report. However, to the best of our knowledge, the research performed for report simplification and summarization is a simple task consisting of extracting words or sentences from the report and placing them as a summary without considering grammatical nuance, sequence flow, or context. Abstractive summarizations are a challenge nowadays in pathologic diagnosis as it is necessary to use a different vocabulary than the original document. Developing such summaries can be difficult as they would require natural language generation.

Topic Modeling

As previously detailed, keyword extraction involves identifying important words within reports that summarize their content. In contrast, the topic modeling allows grouping these keywords using an intelligent scheme, enabling pathologists to further focus on certain aspects of a report.

This task has also been analyzed by NLP researchers in the field of health care and more specifically in pathology.59 For instance, Levy et al60 utilized advanced topic modeling to identify topics that characterize a cohort of 93,039 pathology reports. For this purpose, the authors deployed latent dirichlet allocation algorithm, which identifies topics characterized by a set of words and then derives the distribution of topics over all clusters. In addition, the authors showed the 10 most important words for each topic for the
diagnostic text and all subfields of the report. Furthermore, Kalra et al.\(^6\) provided useful biomarker information to readers by underlining words such as presence range tumor necrosis. Finally, Arnold et al.\(^61\) demonstrated the application of a topic model to discover relevant clinical concepts and structure a patient’s clinical history. Also, 117 reports were used for the topic study by identifying labels, such as tumor histopathology and staining and malignant biopsy, according to the concepts found in the reports.

**Machine Translation**

Many online translation tools are now available for use through the web, and two of the most popular tools for online translation are Google Translate (https://translate.google.com, last accessed July 15, 2022) and Bing Microsoft Translator (https://www.bing.com/translator, last accessed July 15, 2022).\(^62\) In the medical field, a clinician facing a language barrier and no professional interpreter might choose to use an automatic translator to help communicate with a patient. Machine translation can be used to clarify patient histories, review a clinical diagnosis, or restate the recommended treatment plan and follow-up to facilitate understanding.\(^63\) Johnsi et al.\(^64\) used breast cancer pathology reports, translated them offline using Google Translate, and performed autocorrection of the translation done by Google Translate, using domain-specific resources generated for this purpose. Breast Cancer Pathology Lexicon was developed and is composed of 1124 terms.

In addition, the number of resources available for languages other than English is scarce, so many studies have used machine translation techniques to validate their results. For example, RadLex terminology, an ontology that aims to develop a useful vocabulary for radiologists, is not available in Spanish, so the purpose of the study by Cotik et al.\(^65\) study was to use RadLex translated into Spanish (via Google Translate) as the main source of information to detect pathologic findings.

**Question Answering**

Automatic question answering (QA) has been successfully applied in several domains, such as search engines and chatbots. Biomedical QA, as an emerging QA task, enables innovative applications to effectively perceive, access, and understand complex biomedical knowledge.\(^66\) In general, QA itself is a challenging benchmark NLP task for evaluating the abilities of intelligent systems to understand a question, retrieve and utilize relevant materials, and generate their answer.

Most of these studies in pathology concerning the QA task use images for their research because pathology images play a vital role in the diagnosis and treatment of diseases. Clinical QA, such as PathVQA,\(^67\) helps physicians to analyze many images required for medical decision-making and population screening. The PathVQA data set consists of 32,799 question-answer pairs generated from 1670 pathology images collected from two pathology textbooks, and 3328 pathology images. However, to the best of our knowledge, there is scarce literature related to QA systems in pathology using textual reports. For example, Abu Taha\(^68\) developed a prototype for quality control in Arabic using simple rules. For this, the researcher built an ontology on the domain of pathology to be like a knowledge repository containing a sample of information about some diseases. Similarly, Albarghothi et al.\(^69\) covered the pathology domain by selecting a sample of diseases and their details to use it in a QA system. Experiment tests were conducted on 100 questions, including factoid and complicated questions. In the evaluation phase, the model achieves promising results of 81\% for accuracy. In addition, Qiu et al.\(^70\) proposed a novel model that introduced domain-specific features (eg, clinical named entity information) into a pretrained language model for QA task. The authors employed the BERT model to capture contextual information using a data set consisting of 2714 question-answer pairs in Chinese pathology reports.

**Report Generation**

Almost all known diseases require laboratory and pathology tests for confirmation of a diagnosis and establishment of an appropriate and rapid treatment. Pathologists generate textual reports, which is often a tedious and time-consuming task. Because of the increasing number of patients, pathologists often must complete the writing of many reports in a limited amount of time. This can lead to several problems: practitioners face great pressures because of the increased workload and the growing complexity of their work, which can lead to a higher frequency of diagnostic errors, and the less experienced physician may have difficulty studying the images and performing the task more slowly.

Some recent studies in the field of AI and NLP have undoubtedly shown a promising approach to help pathologists to write the diagnosis and also reduce their daily workload. Zhang et al.\(^71\) presented MDNet, a unified network to establish a direct multimodal mapping from medical images and diagnostic reports. Their method provided a novel perspective for diagnosing medical images by generating diagnostic reports. For evaluation, they applied MDNet to a data set of bladder cancer images with diagnostic reports. Moreover, Pahwa et al.\(^72\) proposed a MedSkip network with a convolutional neural network—transformer—based architecture. The first component of this architecture is the visual extractor, where the preprocessed image is fed into the convolutional layers of the network. The second component includes the use of a memory-driven transformer that generates the report automatically. The authors evaluate their model on two publicly available data sets, one containing
Pathologist’s Workflow Optimization with NLP and Future Directions

Current literature has shown that modern NLP-based ML approaches can achieve high accuracy in numerous pathology-related tasks, such as recognizing tumors and their location or grade. However, these studies have been performed almost exclusively on retrospective analysis of archival cases, as is the case of previous stored pathology reports. To further improve the efficiency of pathologic diagnosis of these algorithms, they must be carefully integrated and prospectively validated in real clinical workflows. An example of NLP inclusion in the pathology workflow is presented in Figure 3. NLP methods and tools can be harnessed at different points through the pathologist’s workflow. On the one hand, NLP applications can process a patient’s clinical information before performing a diagnosis. This is of considerable benefit, as it would allow distributing patients according to certain criteria, sorted or ordered according to urgency (known as worklist prioritization), type of work, and time to be spent. On the other hand, NLP applications can be used to assist the pathologist in generating an accurate diagnostic report. Finally, this whole process aided by NLP methods could be used for data analysis and visualization, to increase interoperability between information systems, to search for reports, and to communicate alerts of findings, among others.

Most NLP applications in pathology are intended to be part of clinical decision support tools for helping pathologists to make clinical decisions, process medical data about patients, and analyze medical knowledge needed to interpret those data. These applications are not intended to replace human pathologists shortly. However, the success of NLP in pathology will require the active participation of pathologists, and the most promising applications will be those that augment human expertise rather than replace it.

Another key issue that poses challenges to the adoption of NLP applications in the clinical setting is their black-box nature and the resulting trust issues. The black-box nature of general AI systems makes pathologists reluctant to trust (due in part to liability risk) something they do not fully understand. One of the reasons why traditional ML methods remain popular is their interpretability compared with DL models. Understanding the features that drive a model’s prediction can aid decision-making in the clinical setting, but the complex layers of which DL is composed do not easily allow for transparency. For this reason, advances in the interpretability of DL models are critical for their adoption in clinical practice, which is known as explainable AI. To address these issues, software developers have demonstrated that when solutions are integrated into the clinical decision-making process, they help the clinical team do a better job. An example of this is the LIME framework, which tries to explain what ML models are doing by highlighting important words for certain categories.

On the other hand, DL methods can be computationally expensive and require large amounts of data to learn. The use of pretrained language models based on transformers and word embeddings can reduce some of this burden. Pretrained models often only require fine-tuning, reducing the computational cost. Language understanding has already been prelearned from other tasks, which means that fewer domain-specific labeled examples may be needed. The use of word embeddings has increased recently, which is to be expected with the application of DL approaches, but there are still many algorithms that rely on traditional count-based features (eg, Bag of Words and term frequency—inverse document frequency).

The methods used by NLP in pathology are also affected by data availability. Rare tumors or morphologies are often difficult to predict with ML because of the scarcity of data. Future efforts should be made to make available the data, pathologic images (PEIR gross data set) and one composed of radiological images.

Figure 3  Example of workflow in pathology departments using natural language processing (NLP) tools and techniques.
linguistic resources developed, and approaches generated to increase the value of NLP in pathology. This would help to advance the field, allowing for more comparisons between studies and increasing the reproducibility of studies.

Finally, ML algorithms have also been used to develop innovative diagnostic tools using images extracted from tissue samples because of the ability to rapidly screen pathologists’ slides. In the dawn of digital pathology, where information generated from digitized specimen slides is managed and interpreted, a future direction in the field of pathology could leverage the knowledge extracted by combining digital pathology images with textual reporting. This could extend the value of digital pathology far beyond what is possible today and has been quantified previously.

Conclusion

NLP technologies have been driving pathology since computers were introduced into the workflow. Early algorithms were based on classic methods; however, the emergence of language models and complex neural networks have demonstrated the possibility of understanding language more adequately. NLP technologies, driven by ML methods, now dominate the field of digital pathology because of the performance and flexibility they offer.

As recent literature in pathology shows, NLP-based applications can be applied during report development to help gather and integrate the information needed for case review, but ultimately the pathologist will review the case and make a diagnosis.
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